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Spiking intelligence
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Substrate of machine intelligence Substrate of animal intelligence

Does it matter ?



Gehrig, Scaramuzza, Low Latency Automotive Vision 
with Event Cameras, Nature, 2024

Spiking technology



Courtesy from D. Scaramuzza



Spiking Neural Networks 



An early prediction of 
the bottleneck of  
digital technology…

     
     

(IEEE Proceedings, 1990)



A radical proposal

          
(IEEE Proceedings, 1990)

Clocks 

Bits 

Events 

Spikes

technology:  make the transistor a mixed device  
                    (by exploiting its analog range)
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Digital computation: a broken model ?



Spiking intelligence: a control problem ?

9
Spiking Control Systems, IEEE Proceedings, RS, 2021

(discrete)

(continuous)

(1) (2) (3) (4) (5)
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Substrate of machine intelligence Substrate of animal intelligence

What makes it a control question ?
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Animal vs Machine Intelligence:  
                     the central question of cybernetics
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Adaptation Computation

                                                                                                          Principles of Neural Design, Sterling & Laughlin, MIT Press, 2017

Do brains compute ?  RS, TedX talk, 2014



Choose your world:   physics  OR  algorithmics

Different courses, different languages, distinct worlds …
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Reconciling physics and algorithmics

adaptive but unreliable reliable but inefficient

Neuromorphics

adaptive and reliable
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Spiking signals and systems

digital

analog

Do we have  a theory for  

                     computing / processing / controlling   

with spiking signals  ? 
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IEEE Proceedings, 2022



A mixed feedback principle

‘monotone’

V

’PLANT’

monotone

monotone

monotone

I

MIXED CONTROLLER

Ic Ip
−

−

+

IEEE Proceedings, 2022



Classical control vs mixed control

monotone controller (“lead-lag”) mixed-monotone controller
reduces sensitivity shapes ultra-sensitivity



The mixed feedback amplifier

The fundamental device 
for switches and oscillations 
in the pre-digital age

(1988)



analog digital

tuning switching
amplifier

+_

Why do we care ?

Mixed feedback acknowledges the mixed nature of spiking

memoryprocessing

(Tedx Talk, 2014, 
  Annual Reviews 2018)



Fitzhugh Nagumo circuit
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R. FitzHugh, “Impulses and physiological states in theoretical
models of nerve membrane,” Biophysical journal, vol. 1, no. 6, p. 445, 1961.

J. Nagumo, S. Arimoto, and S. Yoshizawa, “An active pulse
transmission line simulating nerve axon,” Proceedings of the IRE, vol. 50, no. 10, pp. 2061–2070, 1962.

Referred to as “Bonhoeffer-van der Pol model”  by FitzHugh after Van der Pol (1926).

A circuit that reproduces the mechanism of nerve impulse:



The memory of FN circuit
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For a range of constant current,  
bistable memory made of a capacitor (physical storage)  
and a negative resistance device

          

CV̇ = kV − V 3

3
+ Iext



The fading memory of FN circuit
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A RLC circuit has fading memory:  
the effect of a current impulse fades out with time.

          
          

The elements R, L, and C, shape the fading memory

CV̇ = −IL + Iext

LİL = −IL +RV

If the ration C/L is small, a current impulse charges the capacitor almost 
instantaneously, and the time constant L/R dictates the fading memory.



Spiking is a mixed mechanism  
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Transient switch =  
Memory at ‘fine’ scale 
Fading memory at ‘coarse’ scale

What is ‘scale’ ? A mixture of amplitude and time …



A mixed feedback representation of 
Fitzhugh Nagumo circuit
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The negative feedback circuit has fading memory 
The negative resistance = positive feedback = memory 
The mixed feedback circuit has memory at fine scale  
and fading memory at coarse scale



The neuromorphic promise

The mixed feedback amplifier is not the concatenation of an automaton 
and a physical system. It is a mixture of both.

Mixed feedback enables the combined reliability of the digital  
and adaptation of the analog

Mixed feedback enables control across scales.
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feedback balance- +

Sepulchre, Drion, Franci. Annual Reviews 2018 



Cyber-physical systems in the digital age

Cyberphysical systems interconnect elements that are 
either automata or physical systems 

Added complexity of automata and physical systems. 

Instead, spiking control systems interconnect mixed elements, 
that are both physical and algorithmic. 

Mixed control systems inherit the tractability of classical control theory. 

Automata Physical 
systems



Today’s talk

An academic example of spiking control  

Event-based automation 

Event-based regulation





Controlling when and where needed …

How often do you need to interact with a pendulum to control it ?

How energy efficient can you make a control system ?

How to make a control law soft yet accurate ?  

How to make control design inherently distributed and redundant ?  

Efficient control, RS, IEEE Control Systems, October 2024



Ingredients of a neuromorphic design 

Feedforward module : a rhythmic automaton

Adaptation module : a tunable automaton

Key feature: co-design of the automaton and the regulator



Today’s talk

An academic example of spiking control  

Event-based automation 

Event-based regulation



The automaton of a periodic sequence

The Half-Center-Oscillator: the harmonic oscillator of biology

Inter-burst frequency determines the frequency of the oscillator

Intra-burst frequency determines the energy of the events



Biological inspiration

A neuron is modelled as a “two-terminal one port” electrical circuit.  

A leaky memory (RC) in parallel with a bank of current sources 

Each current source has localised conductance 

Current sources are mixed : they come by pairs 



Neuromorphic circuit primitives

localisation in amplitude localisation in time

localisation in amplitude and time



Spiking neuron

Ribar & Sepulchre, 2021



Bursting circuit

Ribar & Sepulchre, 2021



Oscillator circuit

synaptic current source



Spatio-temporal network ‘states’

Drion, Francis, Sepulchre, Plos 2018



Today’s talk

An academic example of spiking control  

Event-based automation 

Event-based regulation



The regulation of a periodic sequence

Inter-burst frequency determines the frequency of the oscillator

Intra-burst frequency determines the energy of the events



Neuromodulation of an oscillator

Modulate the intra-burst or inter-burst frequency by adaptive control

= ‘integral’ feedback of classical control



Neuromorphic Learning: Opportunities

Neuromorphic learning = adaptive control = neuromodulation

50 years of research in engineering and in neuroscience to leverage from …



Adaptive Control

A theory developed in the 70s for linear systems. 

The starting point :  
Adaption (= Learning) is ‘easy’ under three conditions :   
(i) linear parametrisation (ii) stable inverse (iii) relative degree one



Mixed feedback circuits are “easy” to adapt

The starting point :  
Adaption (= Learning) is ‘easy’ under three conditions :   
(i) linear parametrisation : maximal conductances                

(ii) stable inverse : I = difference of monotone (V) 

(iii)relative degree one: RC has relative degree one !

V
I

Ic Ip
− RC

One layer

Neural

Network

g



Model reference Adaptive Control

Consider a reference trajectory 
generated by a reference conductance  

V
I

Ic Ip
− RC

One layer

Neural

Network

g

The learning rule is a linear regressor driven by the prediction error

(I(·), Vref (·))
gref

e(t) = Vref (t)− V (t)



A realm of learning rules

Recursive Least Squares estimation (RLS) 

Least Mean Square estimation (LMS) 

Stochastic gradient  

MIT rule 

Hebbian learning 

… 
All those learning rules proceed from (approximately) regressing the linear 
parameters from the residual error. 

Simplifications rely on time-scale separation and distributed computation.



‘Continuous’ regulation is unreliable

A pillar of regulation theory is the internal model principle: 

An external signal can be robustly asymptotically regulated only if the 
regulator can generate this signal internally.

For ‘continuous’ regulation, the internal model principle is a calibration 
principle: exact regulation requires exact calibration of the internal model. 

Regulation is good for adaptation, but continuous regulation is unreliable



An event-based internal model principle

The original formulation of the internal principle refers to “events”, NOT to 
“continuous trajectories”:

Only an internal model of reality - this working model in our minds- enables 
us to predict events  which have not yet occured in the physical world, a 
process which saves time, expense, and even life. In other words the 
nervous system is viewed as a calculating machine capable of modelling or 
paralleling external events, and this process of paralleling is the basic 
feature of thought and of explanation 

Kenneth Craik’s, The Nature of Explanation (1943)



An academic example of event-based regulation 

49

The internal model does not need to generate the external 
trajectories, but only the external events 

The generator of events is a physical neuromorphic circuit. Easily 
calibrated. 

A possible reconciliation between control theory and neuroscience… 



Synchrony without calibration 

Event-based learning = regulation without calibration !

Rapid and robust synchronization via weak synaptic coupling, J.-G. Lee, RS, Automatica, 2024

Event synchrony

Continuous  
synchrony



The reliability experiment 

Event-regulation can be made reliable !

Mainen & Sejnowski, Science, 1995



The reliability experiment in silico

Neuromorphic regulation can be made reliable !

Kirby, Ribar & Sepulchre, unpublished, 2022



Today’s talk

An academic example of spiking control  

Event-based automation 

Event-based regulation 

Concluding remarks



Spiking Control Systems

(discrete)

(continuous)

(1) (2) (3) (4) (5)

(discrete)

(continuous)

(1) (2) (3)

Spiking is the result of mixed feedback control. 

Positive feedback is necessary for automation: memory, decision-making. 

Negative feedback is necessary for regulation: fading memory, adaptation. 

Mixed feedback enables reliability AND adaptation 



Neuromorphic  
control

Neuromorphic control is mixed:                                                    
co-design of automation and regulation 

The automaton is a physical circuit that generates discrete events 

The regulator is a feedback loop that endows the automaton with 
adaptation and learning capabilities 
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Physical Computation
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Physical computation

Carver Mead Richard Feynman John Hopfield

Neuromorphic computing Quantum computing Collective computing

A theory that awaits 
a machine

A machine that awaits 
a theory

A theory that awaits 
a theory



Spiking Intelligence

• There is no intelligence without feedback. 

• Spiking is the result of mixed feedback. 

• Mixed feedback technology aims at addressing the AI gap. 


