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Quantum Computing as the technology for simulating quantum systems

proving what we are actually performing and observing is indeed quantum

from complexity theory to cryptography
from simulation to sampling

from tomography to implementation 
from foundation to interpretation

Spectacular Progress 



Quantum Algorithms - Speed Up
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Quantum Algorithms - History

1985 - Deutsch-Jozsa demonstrated the first speed up 

Given a boolean function                                     determine if it is constant or balanced

Deutsch’s problem

• Input: A boolean function f : {0,1}n ! {0,1}
• Output: Determine if f is constant or balanced

Uf : |xi(|0i � |1i) �!
⇢

|xi(|0i � |1i) if f(x) = 0
�|xi(|0i � |1i) if f(x) = 1

Thus

Uf :
1p
2n

X

x2{0,1}n

|xi
✓
|0i � |1ip

2

◆
�!

0

@ 1p
2n

X

x2{0,1}n

(�1)f(x)|xi

1

A
✓
|0i � |1ip

2

◆

Deutsch’s problem

|fi =
1p
2n

X

x2{0,1}n

(�1)f(x)|xi

• |fi for any constant function is orthogonal to the corresponding
state for any balanced function.

• Measurement on |fi which distinguishes balanced from constant

Hn : |xi !
1p
2n

X

y2{0,1}n

(�1)x·y|yi

Hn|0 . . .0i =
1p
2n

X

y2{0,1}n

|yi

 The state for any constant function is orthogonal to 
the state for any balanced function
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Simon’s Algorithm

Suppose we are given function 2− 1 f : {0,1}n → {0,1}n, specified by a black box, with the promise that
there is an a ∈ {0,1}n with a $= 0n such that

• For all x f (x+a) = f (x).

• If f (x) = f (y) then either x= y or y= x+a.

The challenge is to determine a. It should be intuitively clear that this is a difficult task for a classical
(probabilistic) computer. This is because the algorithm cannot determine a until it finds two inputs x and y
such that f (x) = f (y). And the best an algorithm can do is try random inputs x until it finds a match. By the
birthday paradox (actually its converse), the chance of this is negligible if f is probed on many fewer than
2n/2 inputs. By contrast, we will show an efficient quantum algorithm.

1. Use f to set up random pre-image state

φ = 1/
√
2
∣

∣z
〉

+1/
√
2
∣

∣z+a
〉

where z is a random n-bit string.

2. Perform a Hadamard transform H⊗n.

|0n〉

|0n〉

H2n

Cf

| f (x)〉

H2n |y〉

Figure 1: Simon’s algorithm

1 Setting up a random pre-image state

Suppose we’re given a classical circuit for a k−1 function f : {0,1}n → {0,1}n.

We will show how to set up the quantum state
∣

∣φ
〉

= 1/
√
k∑x: f (x)=a

∣

∣x
〉

. Here a is uniformly random among
all a in the image of f .

The algorithm uses two registers, both with n qubits. The registers are initialized to the basis state
|0 · · ·0〉 |0 · · ·0〉. We then perform the Hadamard transform H2n on the first register, producing the su-
perposition

1
2n/2 ∑

x∈{0,1}n
|x〉 |0 · · ·0〉 .

C 191, Fall 2010, 1

1994 - Simon’s Problem 
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Suppose we’re given a classical circuit for a k−1 function f : {0,1}n → {0,1}n.
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The algorithm uses two registers, both with n qubits. The registers are initialized to the basis state
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1994 - Shor’s Period Finding Problem 

Given an n-bit integer, find the prime factorisation. Breaks the RSA cryptosystem  

Breakthrough



Quantum Algorithms - History

The Zoo - Stephen Jordan - 175 papers

http://math.nist.gov/quantum/zoo 

Algebraic and Number Theoretic Algorithms

Exponential Speed Up:  Factoring, Discrete-log, Pell's Equation, Principal Ideal, Unit 
Group, Class Group, Gauss Sums, Matrix Elements of Group Representations     

Buchman-Williams cryptosystem

 Elliptic curve cryptography

Oracular Algorithms

Broad Application: Unstructured Search, Amplitude Amplification, Collision Finding, 
Hidden subgroup Problem, Formula Evaluation, Linear Systems, Group Isomorphism, Network Flows

Approximation and Simulation Algorithms

Inspired by Physic : Quantum Walk, Quantum  Simulation, Knot Invariants, 
Partition Functions, Adiabatic Optimization, Simulated Annealing

http://math.nist.gov/quantum/zoo
http://math.nist.gov/quantum/zoo


Quantum Algorithms - Perspective

Quantum Simulators

One controllable quantum system to investigate another, less accessible one 

tackling problems that are too demanding for classical computers

Ultracold quantum gases, Trapped ions, Photonic, Superconducting circuits 

Refuting the Strong Church-Turing Thesis 

Our communication today is secure only if
we cannot build a large scale quantum computer



Quantum Cryptography - Security

Measurement perturbs the system

Uncertainty Principles

No Cloning

Quantum cryptography relies on the laws of quantum mechanics 
to offer unconditional security

No perturbation ⇒ No measurement ⇒ No eavesdropping



Quantum Cryptography - History

Wiesner 1983
The first link between secrecy and quantum physics quantum money

Bennett and Brassard 1984, Ekert 1991
Public key distribution problem 

Cleve, Gottesman and Lo, 1999; Crepeau, Gottesman and Smith, 2005
Quantum Secret Sharing  



Quantum Cryptography - History

Lo, Chau, Mayers 1997
Impossibility of quantum bit commitment 

Damgaard et al., 2005, 2007; Wehner, Schaffner and Terhal, 2008
New paradigms of bounded-storage models

Gottesman and Chuang 2001
Quantum digital signature 

Kitaev 2003, Chailloux and Kerenidis 2009
Perfect quantum coin flipping is impossible, but better than classical protocols exist 

Broadbent, Fitzsimons and Kashefi 2009
Unconditionally secure quantum delegated computation 



Quantum Cryptography - Perspective

Quantum Key Distribution Networks

SECOQC: 2008, 200 km of standard fibre optic cable to 
interconnect six locations across Vienna and St Poelten

http://en.wikipedia.org/wiki/Fibre_optic_cable
http://en.wikipedia.org/wiki/Fibre_optic_cable
http://en.wikipedia.org/wiki/St_Poelten
http://en.wikipedia.org/wiki/St_Poelten


Quantum Cryptography - Perspective

Tokyo QKD Network: 7 partners NEC, Mitsubishi Electric, NTT and NICT, 
Toshiba Research Europe Ltd. (UK), Id Quantique (Switzerland) and All Vienna 

Quantum Key Distribution Networks

DARPA: 10-node, has been running since 2004 in Massachusetts 
BBN Technologies, Harvard University, Boston University and QinetiQ

China and Austria Earth - Satellite QKD 

http://en.wikipedia.org/wiki/NEC
http://en.wikipedia.org/wiki/NEC
http://en.wikipedia.org/wiki/Mitsubishi_Electric
http://en.wikipedia.org/wiki/Mitsubishi_Electric
http://en.wikipedia.org/wiki/Nippon_Telegraph_and_Telephone
http://en.wikipedia.org/wiki/Nippon_Telegraph_and_Telephone
http://en.wikipedia.org/wiki/NICT
http://en.wikipedia.org/wiki/NICT
http://en.wikipedia.org/wiki/Toshiba
http://en.wikipedia.org/wiki/Toshiba
http://en.wikipedia.org/wiki/Id_Quantique
http://en.wikipedia.org/wiki/Id_Quantique
http://en.wikipedia.org/wiki/BBN_Technologies
http://en.wikipedia.org/wiki/BBN_Technologies
http://en.wikipedia.org/wiki/Harvard_University
http://en.wikipedia.org/wiki/Harvard_University
http://en.wikipedia.org/wiki/Boston_University
http://en.wikipedia.org/wiki/Boston_University
http://en.wikipedia.org/wiki/QinetiQ
http://en.wikipedia.org/wiki/QinetiQ


Secure Cloud Computing

How to make cloud computing safe?

A model for enabling convenient, on-demand network access to 
a shared pool of configurable computing resources

X Y

Y F(Y)

Limited Client Untrusted Server

F(X) F(Y)



Secure Cloud Computing

Classical: Gentry 2009
Only computational security

assumption of limited computational power of the adversary

Quantum: Broadbent, Fitzsimons, and Kashefi 2009
Unconditional security

Rivest, Adleman and Dertouzos 1979
Can we process encrypted data without decrypting it first ? 

Fully homomorphic encryption



Qcomputing + Qcryptography = Blind Q Computing

Unconditional Perfect Privacy
Server learns nothing about client’s computation

Classical Computer
random single qubit  generator

Classical Communication



Measurement-based Quantum Computing

Program is encoded in the classical control computer 
Computation Power is encoded in the entanglement
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Measurement-based classical computation

Janet Anders∗1 and Dan E. Browne†1

1Department of Physics and Astronomy, University College London,
Gower Street, London WC1E 6BT, United Kingdom.

(Dated: May 8, 2008)

We study the intrinsic computational power of entangled states exploited in measurement-based
quantum computation. By focussing on the power of the classical computer that controls the mea-
surements, we develop a classification of computational resource power, leading naturally to a notion
of resource states for measurement-based classical computation. Surprisingly, the Greenberger-
Horne-Zeilinger and Clauser-Horne-Shimony-Holt problems emerge naturally as optimal examples.
Our work exposes an intriguing relationship between the violation of local realistic models and the
computational power of entangled resource states.

PACS numbers: 03.67.Lx, 03.65.Ud

Introduction.– Measurement-based quantum computa-
tion is an approach to computation radically different to
conventional circuit models. In a circuit model, infor-
mation is manipulated by a network of logical gates. In
measurement-based quantum computation (also known
as “one-way” quantum computation) information is pro-
cessed by a sequence of adaptive single-qubit mea-
surements on a pre-prepared multi-qubit resource state
[1, 2, 3]. A classical computer controls all measurements
(see Fig. 1) by keeping track of the outcomes of previous
measurements and determining the bases for the mea-
surements to come. The separation of entangling and
single-qubit operations leads to significant experimental
advantages in a number of different systems [4]. Notably,
the classical control computer is the only part of the
model where active computation takes place. A strik-
ing implication of the measurement-based model is that
entangled resource states can possess an innate computa-
tional power. Merely by exchanging single bits with each
of the measurement sites of the resource state (see Fig.
1), the control computer is enabled to compute problems
beyond its own power. For example, by controlling mea-
surements on the cluster states the control computer is
promoted to full quantum universality.

Impressive characterization of the necessary properties
of resource states that enable a computational “boost”
to universal quantum computation has already been
achieved [5, 6], however, little is known about the re-
quirements for a resource state to increase the power of
the classical control computer at all. In this paper, we de-
velop a framework which allows us to classify the compu-
tational power of resource states for a control computer
of given power. By doing so, a natural classical ana-
logue of measurement-based computation emerges: con-
sidering a control computer of restricted computational

∗janet@qipc.org
†d.browne@ucl.ac.uk

resource state

control computer

measurement

sites

FIG. 1: The control computer provides one bit of classical
information (downward arrows) to each site (circles in the re-
source state) determining the choice of measurement basis.
After the measurement, one bit of classical information (up-
ward arrow), such as the outcome of the binary measurement,
is sent back to the control computer.

power what are resource states that enable determinis-
tic universal classical computation? Here we show that
such resource states exist and that an unlimited supply
of three-qubit Greenberger-Horne-Zeilinger (GHZ) states
implements this task in an optimal way. Moreover, our
model provides a unifying picture drawing together some
of the most important results in the study of quantum
non-locality. Specifically, we show that the GHZ prob-
lem [7] and the Clauser-Horne-Shimony-Holt (CHSH)
construction [8] emerge as closely related to tasks in
measurement-based classical computation (MBCC), as
does the Popescu-Rohrlich non-local box [9].

Framework for measurement-based computation.– First
we need to cast measurement-based quantum computa-
tion in a framework which assumes as little as possible
about the physical properties of the computational re-
source. The model consists of the following components
(see Fig. 1): 1) a control computer, with a specified com-
putational power; 2) n measurement-sites, which may
share pre-existing entanglement, or correlation, but may
not communicate during the computation 3) limited com-
munication between control computer and sites - during
the computation each measurement site receives a single
bit from the control computer and sends back a single
bit in return. It is emphasized that we place no restric-

control computer

resource state

measurement site

• Angles of measurements
• Results of Measurements

Hide
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Universal Blind Quantum Computings

|+⇧ = 1�
2
(|0⇧+ |1⇧)

|⇧⇧

|±⇧

X

Z

H

J(� + ⇥ + r⇤)

⇥r

|+⇥⇧

|±�+⇥+r⇤⇧

{|+⇥⇧}

X = (Ũ , {⌅x,y})

3

.

.

.
.
.
.

. . .

. . .

. . .

. . .

. . .

. . .

. . .

Figure 1: The brickwork state, Gn×m. Qubits |ψx,y〉 (x = 1, . . . , n, y = 1, . . . ,m) are arranged
according to layer x and row y, corresponding to the vertices in the above graph, and are originally
in the |+〉 = 1√

2
|0〉 + 1√

2
|1〉 state. Controlled-Z gates are then performed between qubits which

are joined by an edge.

The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0〉 follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ〉 , |−φ〉 basis on a state |ψ〉 is
the same as a measurement in the |+φ+θ〉 , |−φ+θ〉 basis on Z(θ) |ψ〉 (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.
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Appendix A. Appendix B contains a universality proof of the brickwork states that is lengthy
due to its figures, while Appendix C contains modified versions of the main protocol to deal with
quantum inputs or outputs.

2 Main Protocol

Suppose Alice has in mind a unitary operator U that is implemented with a pattern on a brickwork
state Gn×m (Figure 1) with measurements given as multiples of π/4. This pattern could have been
designed either directly in MBQC or from a circuit construction. Each qubit |ψx,y〉 ∈ Gn×m is
indexed by a column x ∈ {1, . . . , n} and a row y ∈ {1, . . . ,m}. Thus each qubit is assigned: a
measurement angle φx,y, a set of X-dependencies Dx,y ⊆ [x− 1]× [m], and a set of Z-dependencies
D′

x,y ⊆ [x− 1]× [m] . Here, we assume that the dependency sets Xx,y and Zx,y are obtained via the
flow construction [DK06]. During the execution of the pattern, the actual measurement angle φ′

x,y
is a modification of φx,y that depends on previous measurement outcomes in the following way:
let sX

x,y = ⊕i∈Dx,ysi be the parity of all measurement outcomes for qubits in Xx,y and similarly,

sZ
x,y = ⊕i∈D′

x,y
si be the parity of all measurement outcomes for qubits in Zx,y. Then φ′

x,y =

(−1)s
X
x,yφx,y + sZ

x,yπ . Protocol 1 implements a blind quantum computation for U . Note that
we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0〉, her input is classical and the first layers of U may depend on it.

Protocol 1 Universal Blind Quantum Computation
1. Alice’s preparation

For each column x = 1, . . . , n
For each row y = 1, . . . ,m

1.1 Alice prepares |ψx,y〉 ∈R {
∣

∣+θx,y

〉

= 1√
2
(|0〉+ eiθx,y |1〉) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+〉 and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
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due to its figures, while Appendix C contains modified versions of the main protocol to deal with
quantum inputs or outputs.
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2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
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3. Interaction and measurement
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3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y
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∣

∣−δx,y
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}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):
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we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0〉, her input is classical and the first layers of U may depend on it.
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X = (Ũ , {⌅x,y})

⌅�x,y = (�1)sX
x,y⌅x,y + sZ

x,y⇤

rx,y ⌅R {0, 1}

sx,y := sx,y + rx,y

3

Appendix A. Appendix B contains a universality proof of the brickwork states that is lengthy
due to its figures, while Appendix C contains modified versions of the main protocol to deal with
quantum inputs or outputs.

2 Main Protocol

Suppose Alice has in mind a unitary operator U that is implemented with a pattern on a brickwork
state Gn×m (Figure 1) with measurements given as multiples of π/4. This pattern could have been
designed either directly in MBQC or from a circuit construction. Each qubit |ψx,y〉 ∈ Gn×m is
indexed by a column x ∈ {1, . . . , n} and a row y ∈ {1, . . . ,m}. Thus each qubit is assigned: a
measurement angle φx,y, a set of X-dependencies Dx,y ⊆ [x− 1]× [m], and a set of Z-dependencies
D′

x,y ⊆ [x− 1]× [m] . Here, we assume that the dependency sets Xx,y and Zx,y are obtained via the
flow construction [DK06]. During the execution of the pattern, the actual measurement angle φ′

x,y
is a modification of φx,y that depends on previous measurement outcomes in the following way:
let sX

x,y = ⊕i∈Dx,ysi be the parity of all measurement outcomes for qubits in Xx,y and similarly,

sZ
x,y = ⊕i∈D′

x,y
si be the parity of all measurement outcomes for qubits in Zx,y. Then φ′

x,y =

(−1)s
X
x,yφx,y + sZ

x,yπ . Protocol 1 implements a blind quantum computation for U . Note that
we assume that Alice’s input to the computation is built into U . In other words, Alice wishes to
compute U |0〉, her input is classical and the first layers of U may depend on it.

Protocol 1 Universal Blind Quantum Computation
1. Alice’s preparation

For each column x = 1, . . . , n
For each row y = 1, . . . ,m

1.1 Alice prepares |ψx,y〉 ∈R {
∣

∣+θx,y

〉

= 1√
2
(|0〉+ eiθx,y |1〉) | θx,y = 0,π/4, . . . , 7π/4} and sends

the qubits to Bob.

2. Bob’s preparation

2.1 Bob creates an entangled state from all received qubits, according to their indices, by
applying ctrl-Z gates between the qubits in order to create a brickwork state Gn×m (see
Definition 1).

3. Interaction and measurement
For each column x = 1, . . . , n
For each row y = 1, . . . ,m

3.1 Alice computes φ′
x,y where sX

0,y = sZ
0,y = 0.

3.2 Alice chooses rx,y ∈R {0, 1} and computes δx,y = φ′
x,y + θx,y + πrx,y .

3.3 Alice transmits δx,y to Bob. Bob measures in the basis {
∣

∣+δx,y

〉

,
∣

∣−δx,y

〉

}.
3.4 Bob transmits the result sx,y ∈ {0, 1} to Alice.
3.5 If rx,y = 1 above, Alice flips sx,y; otherwise she does nothing.

The universality of Protocol 1 follows from the universality of brickwork state (defined below)
for measurement-based quantum computing.

Definition 1. A brickwork state Gn×m, where m ≡ 5 (mod 8), is an entangled state of n × m
qubits constructed as follows (see also Figure 1):

1. Prepare all qubits in state |+〉 and assign to each qubit an index (i, j), i being a column (i ∈ [n])
and j being a row (j ∈ [m]).

2. For each row, apply the operator ctrl-Z on qubits (i, j) and (i, j + 1) where 1 ≤ j ≤ m − 1.
3. For each column j ≡ 3 (mod 8) and each odd row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).
4. For each column j ≡ 7 (mod 8) and each even row i, apply the operator ctrl-Z on qubits (i, j)

and (i + 1, j) and also on qubits (i, j + 2) and (i + 1, j + 2).

4
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Our protocol is described in terms of the measurement-based model for quantum computation
(MBQC) [RB01, RBB03]. While the computational power of this model is the same as in the
quantum circuit model [Deu89] (and our protocol could be completely recast into this model), it
has proven to be conceptually enlightening to reason about the distributed task of blind quantum
computation using this approach. The novelty of our approach is in using the unique feature
of MBQC that separates the classical and quantum parts of a computation, leading to a generic
scheme for blind computation of any circuit without requiring any quantum memory for Alice. This
is fundamentally different from previously known classical or quantum schemes. Our protocol can
be viewed as a distributed version of an MBQC computation (where Alice prepares the individual
qubits, Bob does the entanglement and measurements, and Alice computes the classical feedforward
mechanism), on top of which randomness is added in order to obscure the computation from Bob’s
point of view. The family of graph states called cluster states [RB01] is universal for MBQC (graph
states are initial entangled states required for the computation in MBQC). However, the method
that allows arbitrary computation on the cluster state consists in first tailoring the cluster state
to the specific computation by performing some computational basis measurements. If we were to
use this principle for blind quantum computing, Alice would have to reveal information about the
structure of the underlying graph state. We introduce a new family of states called the brickwork
states (Figure 1) which are universal for X − Y plane measurements and thus do not require the
initial computational basis measurements. Other universal graph states for that do not require
initial computational basis measurements have appeared in [CLN05].

To the best of our knowledge, this is the first time that a new functionality has been achieved
thanks to MBQC (other theoretical advances due to MBQC appear in [RHG06, MS08]). From
a conceptual point of view, our contribution shows that MBQC has tremendous potential for the
development of new protocols, and maybe even of algorithms.

1.3 Outline of Protocols

The outline of the main protocol is as follows. Alice has in mind a quantum computation given as
a measurement pattern on a brickwork state. There are two stages: preparation and computation.
In the preparation stage, Alice prepares single qubits chosen randomly from {1/

√
2
(

|0〉 + eiθ |1〉
)

|
θ = 0,π/4, 2π/4, . . . , 7π/4} and sends them to Bob. After receiving all the qubits, Bob entangles
them according to the brickwork state. Note that this unavoidably reveals upper bounds on the
dimensions of Alice’s underlying graph state, that correspond to the length of the input and depth
of the computation. However, due to universality of the brickwork state, it does not reveal any
additional information on Alice’s computation. The computation stage involves interaction: for
each layer of the brickwork state, for each qubit, Alice sends a classical message to Bob to tell him
in which basis of the X−Y plane he should measure the qubit. Bob performs the measurement and
communicates the outcome; Alice’s choice of angles in future rounds will depend on these values.
Importantly, Alice’s quantum states and classical messages are astutely chosen so that, no matter
what Bob does, he cannot infer anything about her measurement pattern. If Alice is computing
a classical function, the protocol finishes when all qubits are measured. If she is computing a
quantum function, Bob returns to her the final qubits. A modification of the protocol also allows
Alice’s inputs to be quantum.

We give an authentication technique which enables Alice to detect an interfering Bob with over-
whelming probability (strictly speaking, either Bob’s interference is corrected and he is not detected,
or his interference is detected with overwhelming probability). The authentication requires that
Alice encode her input into an error correction code and choose an appropriate fault-tolerant im-
plementation of her desired computation. She also uses some qubits as traps; they are prepared in
the eigenstates of the Pauli operators X, Y and Z.

The remainder of the paper is structured as follows: the main protocol is given in Section 2,
where correctness and blindness are proven. Section 3 discusses extensions to the case of quantum
inputs or outputs; authentication techniques that are used to detect an interfering Bob and perform
fault-tolerant computations are in Section 4, while Section 5 presents the two-server protocol with
a purely classical Alice. The reader unfamiliar with MBQC is referred to a short introduction in
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Figure 1: The brickwork state, Gn×m. Qubits |ψx,y〉 (x = 1, . . . , n, y = 1, . . . ,m) are arranged
according to layer x and row y, corresponding to the vertices in the above graph, and are originally
in the |+〉 = 1√

2
|0〉 + 1√

2
|1〉 state. Controlled-Z gates are then performed between qubits which

are joined by an edge.

The proof of the following theorem is relegated to Appendix B due to lack of space.

Theorem 1 (Universality). The brickwork state Gn×m is universal for quantum computation. Fur-
thermore, we only require single-qubit measurements under the angles {0,±π/4,±π/2}, and mea-
surements can be done layer-by-layer.

In this work, we only consider approximate universality. This allows us to restrict the angles
of preparation and measurement to a finite set and hence simplify the description of the protocol.
However one can easily extend our protocol to achieve exact universality as well, provided Alice
can communicate real numbers to Bob.

Correctness refers to the fact that the outcome of the protocol is the same as the outcome
if Alice has run the pattern herself. The fact that Protocol 1 correctly computes U |0〉 follows
from the commutativity of Alice’s rotations and Bob’s measurements in the rotated bases. This is
formalized below.

Theorem 2 (Correctness). Assume Alice and Bob follow the steps of Protocol 1. Then the
outcome is correct.

Proof. Firstly, since ctrl-Z commutes with Z-rotations, steps 1 and 2 do not change the underlying
graph state; only the phase of each qubit is locally changed, and it is as if Bob had done the Z-
rotation after the ctrl-Z. Secondly, since a measurement in the |+φ〉 , |−φ〉 basis on a state |ψ〉 is
the same as a measurement in the |+φ+θ〉 , |−φ+θ〉 basis on Z(θ) |ψ〉 (see Appendix A), and since
δ = φ′ + θ + πr, if r = 0, Bob’s measurement has the same effect as Alice’s target measurement; if
r = 1, all Alice needs to do is flip the outcome.

We now define and prove the security of the protocol. Intuitively, we wish to prove that whatever
Bob chooses to do (including arbitrary deviations from the protocol), his knowledge on Alice’s
quantum computation does not increase. Note, however that Bob does learn the dimensions of the
brickwork state, giving an upper bound on the size of Alice’s computation. This is unavoidable:
a simple adaptation of the proof of Theorem 2 from [AFK89], confirms this. We incorporate
this notion of leakage in our definition of blindness. A quantum delegated computation protocol
is a protocol by which Alice interacts quantumly with Bob in order to obtain the result of a
computation, U(x), where X = (Ũ , x) is Alice’s input with Ũ being a description of U .

Definition 2. Let P be a quantum delegated computation on input X and let L(X) be any function
of the input. We say that a quantum delegated computation protocol is blind while leaking at most
L(X) if, on Alice’s input X, for any fixed Y = L(X), the following two hold when given Y :

1. The distribution of the classical information obtained by Bob in P is independent of X.
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2. Given the distribution of classical information described in 1, the state of the quantum system
obtained by Bob in P is fixed and independent of X.

Definition 2 captures the intuitive notion that Bob’s view of the protocol should not depend on X
(when given Y ); since his view consists of classical and quantum information, this means that the
distribution of the classical information should not depend on X (given Y ) and that for any fixed
choice of the classical information, the state of the quantum system should be uniquely determined
and not depend on X (given Y ). We are now ready to state and prove our main theorem. Recall
that in Protocol 1, (n,m) is the dimension of the brickwork state.

Theorem 3 (Blindness). Protocol 1 is blind while leaking at most (n,m).

Proof. Let (n,m) (the dimension of the brickwork state) be given. Note that the universality of
the brickwork state guarantees that Bob’s creating of the graph state does not reveal anything on
the underlying computation (except n and m).

Alice’s input consists of φ = (φx,y | x ∈ [n], y ∈ [m]), with the actual measurement angles φ′ =
(φ′

x,y | x ∈ [n], y ∈ [m]) being a modification of φ that depends on previous measurement outcomes.
Let the classical information that Bob gets during the protocol be δ = (δx,y | x ∈ [n], y ∈ [m]), and
let A be the quantum system initially sent from Alice to Bob.

To show independence of Bob’s classical information, let θ′x,y = θx,y + πrx,y (for a uniformly
random chosen θx,y) and θ′ = (θ′x,y | x ∈ [n], y ∈ [m]). We have δ = φ′ + θ′, with θ′ being uniformly
random (and independent of φ and/or φ′), which implies the independence of δ and φ.

As for Bob’s quantum information, first fix an arbitrary choice of δ. Because rx,y is uniformly
random, for each qubit of A, one of the following two has occurred:

1. rx,y = 0 so δx,y = φ′
x,y + θ′x,y and |ψx,y〉 = 1√

2
(|0〉 + ei(δx,y−φ′

x,y) |1〉.
2. rx,y = 1 so δx,y = φ′

x,y + θ′x,y + π and |ψx,y〉 = 1√
2
(|0〉 − ei(δx,y−φ′

x,y) |1〉.

Since δ is fixed, θ′ depends on φ′ (and thus on φ), but since rx,y is independent of everything else,
without knowledge of rx,y (i.e. taking the partial trace of the system over Alice’s secret), A consists
of copies of the two-dimensional completely mixed state, which is fixed and independent of φ.

There are two malicious scenarios that are covered by Definition 2 and that we explicitly mention
here. Suppose Bob has some prior knowledge, given as some a priori distribution on Alice’s input X.
Since Definition 2 applies to any distribution of X, we can simply apply it to the conditional
distribution representing the distribution of X given Bob’s a priori knowledge; we conclude that
Bob does not learn any information on X beyond what he already knows, as well as what is leaked.
The second scenario concerns a Bob whose goal it is to find Alice’s output. Definition 2 forbids
this: learning information on the output would imply learning information on Alice’s input.

Note that the protocol does not allow Alice to reveal to Bob whether or not she accepts the result
of the computation as this bit of information could be exploited by Bob to learn some information
about the actual computation. In this scenario, Protocol 2 can be used instead.

3 Quantum Inputs and Outputs

We can slightly modify Protocol 1 to deal with both quantum inputs and outputs. In the former
case, no extra channel resources are required, while the latter case requires a quantum channel
from Bob to Alice in order for him to return the output qubits. Alice will also need to be able to
apply X and Z Pauli operators in order to undo the quantum one-time pad. The exact protocols
are given as Protocols 4 and 5 in Appendix C; a brief description of the protocols follows. Note
that these protocols can be combined to obtain a protocol for quantum inputs and outputs.

3.1 Quantum Inputs

Consider the scenario where Alice’s input is the form of m physical qubits and she has no efficient
classical description of the inputs to be able to incorporate it into Protocol 1. In this case, she
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Bob does not learn any information on X beyond what he already knows, as well as what is leaked.
The second scenario concerns a Bob whose goal it is to find Alice’s output. Definition 2 forbids
this: learning information on the output would imply learning information on Alice’s input.

Note that the protocol does not allow Alice to reveal to Bob whether or not she accepts the result
of the computation as this bit of information could be exploited by Bob to learn some information
about the actual computation. In this scenario, Protocol 2 can be used instead.

3 Quantum Inputs and Outputs

We can slightly modify Protocol 1 to deal with both quantum inputs and outputs. In the former
case, no extra channel resources are required, while the latter case requires a quantum channel
from Bob to Alice in order for him to return the output qubits. Alice will also need to be able to
apply X and Z Pauli operators in order to undo the quantum one-time pad. The exact protocols
are given as Protocols 4 and 5 in Appendix C; a brief description of the protocols follows. Note
that these protocols can be combined to obtain a protocol for quantum inputs and outputs.

3.1 Quantum Inputs

Consider the scenario where Alice’s input is the form of m physical qubits and she has no efficient
classical description of the inputs to be able to incorporate it into Protocol 1. In this case, she
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Experimental Implementation

Prepares random qubits Entangles qubits

Client: 
limited computational power 

Quantum server: 
full power of Quantum Computation 

Computes  measurement angles

Measurement instruction for server

Initial rotation of the qubit

Target rotation

Random bit flip



Experimental Implementation
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full power of Quantum Computation 
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Quantum Cloud

The Blind Quantum Security Eschaton

Quantum computers "can decrypt any non-quantum method near-instantly, in theory, rendering all 
existing forms of encryption obsolete," Enderle pointed out. "This will make the concerns surrounding 
Iran's nuclear efforts seem trivial by comparison if a [foreign] country gets there first."

Quantum computing could head to 'the cloud', study says

Girls lock-up quantum security

Almost as intriguingly, the research has been carried out by a team three of them being women.



Blind Q Computing World

Minimal Protocol
Dunjko, Kashefi, Markham

CC

Approximate Protocol
Dunjko, Kashefi, Leverrier, PRL, 2012

Composable Protocol
Dunjko, Fitzsimons, Portmann, Renner, arXiv:1301.3662 (2013)

Robust Protocol
Morimae, Dunjko, Kashefi, arXiv:1009.3486

Morimae, Fujii, Nature Communications, 2012
Morimae, PRL, 2012

Other approaches

D. Aharonov, M. Ben-Or, and E. Eban, ICS 10 (2010)
A. Childs, Quant. Inf. Compt. (2005)
P. Arrighi and L. Salvail, Int. J. Quant. Inf. (2006)

Other Models
Datta, Kapourtionis, Kashefi, One-clean qubit



Blind Computation
with BPP* Alice

Big Picture

NP
BPP

How do we verify the 
Solution ?

Can we verify it with a 
classical Computer ?

Not all the problem in NP 
can be computed blindly 

with a BPP Alice

BQP

nStill requires 2   parameters 
for a classical computer 

to simulate it 

• Abadi, Feigenbaum and Kilian



The Ultimate Challenge

Quantum Verification



Should we pay $10000000 for 
a quantum computer

That kind of tests work only 
for a specific problem.

We don’t know if all the questions 
that quantum computer can solve 

are classically testable

Simple test: We ask the box to factor a big number 



Exponential World

Hilbert space is a huge place.  

n particles  = 2    parametersn

What makes quantum not classical
makes its verification not classical either



Quantum Turing Test
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Classical Verifier Quantum Prover
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Does every language in the class BQP admit  an interactive protocol 
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Can we Classically test Quantum Mechanics ?



Verification

• Correctness: in the absence of any interference, client accepts 
and the output is correct

• Soundness: Client rejects an incorrect output, except with 
probability at most exponentially small in the security parameter

Fitzsimons and Kashefi, arXiv:1203.5217, 2012



Verification vs Authentication

Definition 2.2 For vectors x, z in Fm
q , we denote a Px,z the Pauli operator Zz1Xx1⊗. . .⊗ZzmXxm .

We denote the set of all unitary matrices over a vector space A as (A). The Pauli group Pn is a basis to the

matrices acting on n-qubits. In particular, we can write any matrix U ∈ (A ⊗ B) for A the space of n qubits, as∑
P∈Pn

P ⊗ UP with UP some matrix on B.
Let Cn denote the n-qubit Clifford group. Recall that it is a finite subgroup of (2n) generated by the Hadamard

matrix-H, byK =

(
1 0
0 i

)
, and by controlled-NOT. The Clifford group is characterized by the property that it maps

the Pauli group n to itself, up to a phase α ∈ {±1,±i}. That is: ∀C ∈ Cn, P ∈ n : αCPC† ∈ n

Fact 2.1 A random element from the Clifford group on n qubits can be sampled efficiently by choosing a string k of

poly(n) length uniformly at random. The map from k to the group element represented as a product of Clifford group
generators can be computed in classical polynomial time.

2.2 Signed Polynomial Codes

For background on polynomial quantum codes see Appendix A.

Definition 2.3 ([BOCG+06]) The signed polynomial code with respect to a string k ∈ {±1}m (denoted Ck) is defined

by:
∣∣Sk

a

〉 def
=

1√
qd

∑

f :def(f)≤d,f(0)=a

|k1 · f(α1). . .km · f(αm)〉 (1)

We use m = 2d + 1. In this case, the code can detect d errors. Also, Ck is self dual [BOCG
+06], namely, the code

subspace is equal to the dual code subspace.

3 Quantum Authentication

3.1 Definitions

Definition 3.1 (adapted from Barnum et. al. [BCG+02]). A quantum authentication scheme (QAS) is a pair of

polynomial time quantum algorithmsA and B together with a set of classical keysK such that:

• A takes as input an m-qubit message system M and a key k ∈ K and outputs a transmitted system T of m + d
qubits.

• B takes as input the (possibly altered) transmitted system T ′ and a classical key k ∈ K and outputs two systems: a

m-qubit message stateM , and a single qubit V which indicate whether the state is considered valid or erroneous.

The basis states of V are called |V AL〉 , |ABR〉. For a fixed k we denote the corresponding super-operators by
Ak and Bk.

Given a pure state |ψ〉, consider the following test on the joint systemM, V : output a 1 if the firstm qubits are in

state |ψ〉 or if the last qubit is in state |ABR〉, otherwise, output 0. The corresponding projections are:

P |ψ〉
1 = |ψ〉 〈ψ|⊗ IV + (IM − |ψ〉 〈ψ|) ⊗ |ABR〉 〈ABR| (2)

P |ψ〉
0 = (IM − |ψ〉 〈ψ|) ⊗ |V AL〉 〈V AL| (3)

The scheme is secure if for all possible input states |ψ〉 and for all possible interventions by the adversary, the expected
fidelity of B’s output to the space defined by P |ψ〉

1 is high:

Definition 3.2 A QAS is secure with error ε if for every state |ψ〉 it holds:

• Completeness: For all keys k ∈ K : Bk(Ak(|ψ〉 〈ψ|)) = |ψ〉 〈ψ|⊗ |V AL〉 〈V AL|

• Soundness: For any super-operatorO (representing a possible intervention by the adversary), if ρB is defined by

defined by ρB = 1
|K|

∑
k Bk

(
O(Ak(|ψ〉 〈ψ|))

)
, then: Tr(P |ψ〉

1 ρB) ≥ 1 − ε.
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Detect error
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ε-Verification

For any server’s strategy the 
probability of client accepting an 

incorrect outcome density 
operator is bounded by ε:

Alice accepting an incorrect outcome density operator. Any outcome density operator either results
in st 6= rt or is contained within the subspace of correct and incorrect outcome states, which could
be then probabilistically projected into a correct or an incorrect state. Hence intuitively, a protocol
is defined to be verifiable if the corresponding outcome state is far from any incorrect outcome
states. Following the approach of [28], we first define the notion of correctness 9.

Definition 8. Let P ⌫
incorrect be the projection onto the subspace of all the possible incorrect outcome

density operator for the fixed choice of Alice’s random variables denoted with ⌫, that is the following
projection

P ⌫
incorrect = (I� | ⌫

ideali h ⌫
ideal|) ⌦ |r⌫t i hr⌫t |

where | ⌫
ideali h ⌫

ideal| = Tri 62{O[{t}}(B0(⌫)). Let p(⌫) be the probability of Alice choosing random
variables parameterized by ⌫, that is the probability of choosing a position i among all possible
vertices of the graph to be the trap position (denoted as a random variable t) and the probability
of choosing random variables �, r, x, ✓ (as defined in Definition 6). Given 0  ✏ < 1, we define a
protocol to be ✏-verifiable, if for any choice of Bob’s strategy (denoted by j) the probability of Alice
accepting an incorrect outcome density operator is bounded by ✏:

Tr(
X
⌫

p(⌫) P ⌫
incorrect Bj(⌫))  ✏.

Theorem 9. Protocol 6 is (1� 1
2m)-verifiable in general, and in the special case of purely classical

output the protocol is also (1� 1
m)-verifiable, where m is the total number of qubits in the protocol.

Proof. At the beginning of the protocol, Alice prepares the input qubits in the following form:

|ei = Xx1Z(✓1) ⌦ . . . ⌦ XxlZ(✓l) |Ii

and positions them among the first n qubits. She then prepares the remaining qubits in the following
form (where D is the index of the dummy qubits)

8i 2 D |dii
8i 62 D

Q
j2NG(i)\D Zdj |+✓ii =

���+✓i+
P

j2NG(i)\D dj⇡

E
and sends all m qubits in the order of the labelling of the vertices of the graph, we represent the
whole m qubit state as |Mi. We can treat all the measurement angels �i as orthogonal quantum
states |�ii. Note that for Protocol 6 all the random variables t, x, r, ✓ are independent and uniform.
For a fixed choice of Alice’s random variables and Bob’s strategy denoted indexed by ⌫ and j
respectively, the outcome density operator Bj(⌫) can be written in the form of the output of a
circuit computation as depicted in Figure 3.

While in the actual protocol, at step i, Alice computes �i as a function of s<i which in turn is
calculated from b<i and r<i, we note that we can rewrite the circuit from Figure 3 in such a way
that the values �i are part of the initial state, without a↵ecting causality as they do not interact
with anything until after the corresponding bi has been generated. In other words, despite the fact
that the protocol seems to be interactive, since the interactions is only required to compensate for
the correction operators, one could instead consider a post-selected scenario to simplify the protocol

9Recall that for simplicity we have assumed that the computation is deterministic and the input is in a pure state,
and hence the ideal output will necessarily be a pure state. This restriction to pure states mirrors the approach of
[28].
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Verification with single trap

Theorem. Protocol is (1 − 1/2N)-verifiable in general, and in 
the case of purely classical output it is  (1 − 1/N)-verifiable, 
where N is the total number of qubits in the protocol.



Probability Amplification

To increase the probability of any local error being detected

O(N) many traps in random locations

To increase the minimum weight of any operator which leads to an incorrect outcome
Fault-Tolerance



Probability Amplification Challenge: Traps break the graph 
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Figure 5: A graphical depiction of Protocol 8. In this figure we replace the Raussendorf-Harrington-
Goyal encoding in the first step with a simpler computation, as to include a full encoding yields
graphs too large to reasonably draw.

Proof. First we note that it is always possible to choose measurement patterns MP by Lemma 2 and
MReduce by Lemma 1. Further, by the universality of the Raussendorf-Harrington-Goyal encoding,
it is always possible to choose MComp. As the measurements composing MP , MReduce, MP and MA

are composed entirely of Pauli basis measurements, there is no partial time ordering imposed on
the sequence of measurements, and so the times at which these measurements are made have no
e↵ect on the outcome of the protocol. Thus for any honest run of the protocol, the result will be the
same as if the measurements from MP were made first. By construction this measurement pattern
splits the graph state into three separate graph states K̃N .

The dummy qubits in MP and MA correspond to break operations in their respective graphs
by Lemma 4 and hence after the initial step all the trap qubits remain unentangled from the rest.
Recall that for these trap qubits �i = 0, and since the qubit is prepared in the state |+✓ii and
measured in basis {|+✓ii , |�✓ii}, the measurement result communicated to Alice is si = ri for all
such qubits. Thus, Alice always accepts, satisfying the first criterion.

By definition MReduce transforms the graph state corresponding to K̃N to the resource state
necessary to implement MComp. Lastly, measuring according to MComp yields the correct output of
C by the correctness of the Raussendorf-Harrington-Goyal protocol.
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measured in basis {|+✓ii , |�✓ii}, the measurement result communicated to Alice is si = ri for all
such qubits. Thus, Alice always accepts, satisfying the first criterion.
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e↵ect on the outcome of the protocol. Thus for any honest run of the protocol, the result will be the
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by Lemma 4 and hence after the initial step all the trap qubits remain unentangled from the rest.
Recall that for these trap qubits �i = 0, and since the qubit is prepared in the state |+✓ii and
measured in basis {|+✓ii , |�✓ii}, the measurement result communicated to Alice is si = ri for all
such qubits. Thus, Alice always accepts, satisfying the first criterion.

By definition MReduce transforms the graph state corresponding to K̃N to the resource state
necessary to implement MComp. Lastly, measuring according to MComp yields the correct output of
C by the correctness of the Raussendorf-Harrington-Goyal protocol.
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Proof. First we note that it is always possible to choose measurement patterns MP by Lemma 2 and
MReduce by Lemma 1. Further, by the universality of the Raussendorf-Harrington-Goyal encoding,
it is always possible to choose MComp. As the measurements composing MP , MReduce, MP and MA

are composed entirely of Pauli basis measurements, there is no partial time ordering imposed on
the sequence of measurements, and so the times at which these measurements are made have no
e↵ect on the outcome of the protocol. Thus for any honest run of the protocol, the result will be the
same as if the measurements from MP were made first. By construction this measurement pattern
splits the graph state into three separate graph states K̃N .

The dummy qubits in MP and MA correspond to break operations in their respective graphs
by Lemma 4 and hence after the initial step all the trap qubits remain unentangled from the rest.
Recall that for these trap qubits �i = 0, and since the qubit is prepared in the state |+✓ii and
measured in basis {|+✓ii , |�✓ii}, the measurement result communicated to Alice is si = ri for all
such qubits. Thus, Alice always accepts, satisfying the first criterion.

By definition MReduce transforms the graph state corresponding to K̃N to the resource state
necessary to implement MComp. Lastly, measuring according to MComp yields the correct output of
C by the correctness of the Raussendorf-Harrington-Goyal protocol.
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Proof. First we note that it is always possible to choose measurement patterns MP by Lemma 2 and
MReduce by Lemma 1. Further, by the universality of the Raussendorf-Harrington-Goyal encoding,
it is always possible to choose MComp. As the measurements composing MP , MReduce, MP and MA

are composed entirely of Pauli basis measurements, there is no partial time ordering imposed on
the sequence of measurements, and so the times at which these measurements are made have no
e↵ect on the outcome of the protocol. Thus for any honest run of the protocol, the result will be the
same as if the measurements from MP were made first. By construction this measurement pattern
splits the graph state into three separate graph states K̃N .

The dummy qubits in MP and MA correspond to break operations in their respective graphs
by Lemma 4 and hence after the initial step all the trap qubits remain unentangled from the rest.
Recall that for these trap qubits �i = 0, and since the qubit is prepared in the state |+✓ii and
measured in basis {|+✓ii , |�✓ii}, the measurement result communicated to Alice is si = ri for all
such qubits. Thus, Alice always accepts, satisfying the first criterion.

By definition MReduce transforms the graph state corresponding to K̃N to the resource state
necessary to implement MComp. Lastly, measuring according to MComp yields the correct output of
C by the correctness of the Raussendorf-Harrington-Goyal protocol.
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Proof. First we note that it is always possible to choose measurement patterns MP by Lemma 2 and
MReduce by Lemma 1. Further, by the universality of the Raussendorf-Harrington-Goyal encoding,
it is always possible to choose MComp. As the measurements composing MP , MReduce, MP and MA

are composed entirely of Pauli basis measurements, there is no partial time ordering imposed on
the sequence of measurements, and so the times at which these measurements are made have no
e↵ect on the outcome of the protocol. Thus for any honest run of the protocol, the result will be the
same as if the measurements from MP were made first. By construction this measurement pattern
splits the graph state into three separate graph states K̃N .

The dummy qubits in MP and MA correspond to break operations in their respective graphs
by Lemma 4 and hence after the initial step all the trap qubits remain unentangled from the rest.
Recall that for these trap qubits �i = 0, and since the qubit is prepared in the state |+✓ii and
measured in basis {|+✓ii , |�✓ii}, the measurement result communicated to Alice is si = ri for all
such qubits. Thus, Alice always accepts, satisfying the first criterion.

By definition MReduce transforms the graph state corresponding to K̃N to the resource state
necessary to implement MComp. Lastly, measuring according to MComp yields the correct output of
C by the correctness of the Raussendorf-Harrington-Goyal protocol.
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Proof. First we note that it is always possible to choose measurement patterns MP by Lemma 2 and
MReduce by Lemma 1. Further, by the universality of the Raussendorf-Harrington-Goyal encoding,
it is always possible to choose MComp. As the measurements composing MP , MReduce, MP and MA

are composed entirely of Pauli basis measurements, there is no partial time ordering imposed on
the sequence of measurements, and so the times at which these measurements are made have no
e↵ect on the outcome of the protocol. Thus for any honest run of the protocol, the result will be the
same as if the measurements from MP were made first. By construction this measurement pattern
splits the graph state into three separate graph states K̃N .

The dummy qubits in MP and MA correspond to break operations in their respective graphs
by Lemma 4 and hence after the initial step all the trap qubits remain unentangled from the rest.
Recall that for these trap qubits �i = 0, and since the qubit is prepared in the state |+✓ii and
measured in basis {|+✓ii , |�✓ii}, the measurement result communicated to Alice is si = ri for all
such qubits. Thus, Alice always accepts, satisfying the first criterion.

By definition MReduce transforms the graph state corresponding to K̃N to the resource state
necessary to implement MComp. Lastly, measuring according to MComp yields the correct output of
C by the correctness of the Raussendorf-Harrington-Goyal protocol.
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Proof. First we note that it is always possible to choose measurement patterns MP by Lemma 2 and
MReduce by Lemma 1. Further, by the universality of the Raussendorf-Harrington-Goyal encoding,
it is always possible to choose MComp. As the measurements composing MP , MReduce, MP and MA

are composed entirely of Pauli basis measurements, there is no partial time ordering imposed on
the sequence of measurements, and so the times at which these measurements are made have no
e↵ect on the outcome of the protocol. Thus for any honest run of the protocol, the result will be the
same as if the measurements from MP were made first. By construction this measurement pattern
splits the graph state into three separate graph states K̃N .

The dummy qubits in MP and MA correspond to break operations in their respective graphs
by Lemma 4 and hence after the initial step all the trap qubits remain unentangled from the rest.
Recall that for these trap qubits �i = 0, and since the qubit is prepared in the state |+✓ii and
measured in basis {|+✓ii , |�✓ii}, the measurement result communicated to Alice is si = ri for all
such qubits. Thus, Alice always accepts, satisfying the first criterion.

By definition MReduce transforms the graph state corresponding to K̃N to the resource state
necessary to implement MComp. Lastly, measuring according to MComp yields the correct output of
C by the correctness of the Raussendorf-Harrington-Goyal protocol.
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What can we do with 4-qubits
2














FIG. 1: Concept of a quantum prover interactive proof system based on blind quantum computing. The verifier wants to find
out if the prover can indeed perform quantum computations. While the question if a classical verifier can test a quantum system
is still open, it was shown that a verifier that has access to certain quantum resources can verify quantum computations. Here,
in the framework of blind quantum computing, the verifier needs the ability to generate single qubits and to transmit them to
the prover. After the transmission of the qubits, the verifier and the prover exchange two-way classical communication.

main private. In detail, the verifier prepares single qubits
in the state

|✓ji =
1p
2

�
|0i+ ei✓j |1i

�
(1)

with ✓j 2 {0,⇡/4, ..., 7⇡/4} chosen uniformly at random
and only known to the verifier. The qubits are then
transmitted to a prover that entangles them to create
a blind cluster state [9]. The actual computation is
measurement-based [16, 17]. The verifier calculates for
each blind qubit measurement instructions according to

�j = ✓j + �j + ⇡rj (2)

where ✓j is the blind phase of the qubit, �j is the rotation
that the verifier wants to perform including any Pauli by-

products, and rj = 0, 1 is a randomly chosen value to
hide the measurement outcome. The prover performs
measurements in the basis

|±�j i =
1p
2

�
|0i± ei�j |1i

�
, (3)

and delivers the results to the verifier. Without the
knowledge of the underlying rotation and the random
phase, the prover cannot find out anything about the ac-
tual rotation �j — the computation remains blind. The
verifier, in contrast, knows the initial rotation and is able
to interpret the results.

MEASUREMENT VERIFICATION

In measurement-based quantum computing, a computation

is correct if the measurements are performed properly. Here
we use a verification procedure based on the creation of
trap qubits as in [14] to verify the correctness of the mea-
surements performed by the server.

Point out di↵erences?

These qubits are blindly prepared in a well-defined
state, which is known to the verifier. If they are mea-
sured in their eigenbasis, the verifier knows the expected
measurement outcome and can detect a wrong result. In
more detail, the verifier chooses measurement settings on
the four-qubit cluster state such that a trap qubit is pre-
pared in a state |✓ji. If the trap qubit is then measured
in the basis |✓ji, the outcome is always known to the
verifier (see Figure 2).
This preparation of traps works for any qubit in the

cluster state. The position and the state of the trap
qubit remains blind to the prover. Without having any
information, the prover can only guess the measurement
result randomly. Thus, the probability of producing the
right result is bounded to 1/2

Need new statement

.

ENTANGLEMENT VERIFICATION

Having verified the measurement outcome, we also test the

prover’s entangling capabilities and its ability to create cluster

states. Commonly, quantum correlations are confirmed
by well-established tests of Bell’s inequality (Fig. [?



Restricting to Classical Input and Output 
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FIG. 4: Schematic of a quantum computation with verification sub-routines.

Whereas the laws of physics have been tested in vari-
ous limits - small or large scales, high or low energies -
the boundary of high computational complexity is mostly
unexplored. So, it is even imaginable that quantum
mechanics might break down at some scale of complex-
ity [22].

On the experimental side, current quantum comput-
ers [23] are limited to the processing of a few qubits,
which does not allow yet to solve problems which are in-
tractable using classical computers. In the future when
large-scale quantum computers might be available [24–
27], the verification of quantum computations and quan-
tum simulations will be a crucial task [28].

Thus, our demonstration might have implications for
new quantum computing experiments as well as on the
foundations of quantum physics.

Add Caslav’s statement: In our implementation, we
assume the correctness of quantum mechanics for
the verification of quantum resources. Without this
assumption, a full demonstration would require the
two entangled photons to be sent far apart from each
other in two distant laboratories of the prover where
only in the very last instant of the computation the
verifier gives the measurement instructions to the
prover. By this means, no classical computers could
mimic the output of the computation.
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A Complete new proof of verification was required

Pauli (�
i

) Trap Stabilizer Measurement Overall
X ⌦ I⌦ Y ⌦ Y Y ⌦X ⌦X ⌦ Y Y ⌦ Y ⌦ I⌦X

C ⌦ C ⌦ C ⌦ C 3 3 3 3
C ⌦ C ⌦ C ⌦A 7 7 7 7
C ⌦ C ⌦A⌦ C 7 7 3 7
C ⌦ C ⌦A⌦A 3 3 7 7
C ⌦A⌦ C ⌦ C 3 7 7 7
C ⌦A⌦ C ⌦A 7 3 3 7
C ⌦A⌦A⌦ C 7 3 7 7
C ⌦A⌦A⌦A 3 7 3 7
A⌦ C ⌦ C ⌦ C 7 7 7 7
A⌦ C ⌦ C ⌦A 3 3 3 3
A⌦ C ⌦A⌦ C 3 3 7 7
A⌦ C ⌦A⌦A 7 7 3 7
A⌦A⌦ C ⌦ C 7 3 3 7
A⌦A⌦ C ⌦A 3 7 7 7
A⌦A⌦A⌦ C 3 7 3 7
A⌦A⌦A⌦A 7 3 7 7

Table 4: Pauli terms in the deviation operator U
�

and whether or not they are
detected by a particular trap setup or not. Although there are 256 distinct
4-qubit Pauli operators, including the identity, these can be grouped into 16
distinct sets based on whether each local term commutes (C 2 {I, Z}) or an-
ticommutes (A 2 {X,Y }) with the computational basis measurement carried
out immediately after the deviation operator acts. Note that all such terms
are either leave the computation invariant, or are detected by at least one trap
setting, with the exception of A⌦ C ⌦ C ⌦A.

With this restriction in place, we take the verification protocol to proceed
as follows. First the verifier randomly chooses whether or not to perform a
computation as normal or instead to perform a trap computation. We assume
that a trap computation is choosen with probability p. Next the verifier chooses
uniformly at random an index for the trap qubit1.

We wish to bound the probability that a given run of the computation yields
the correct results based on the probability of trap computations yielding incor-
rect results. To do this, we note that for the set of computations we consider,
any Pauli term in U

�

which leads to an error in the outcome of the computation
necessarily anticommutes with at least one of the trap stabilizer measurements
and hence is detected with probability at least p/4. Thus any deviation which
flips at least one of the measurement outcomes is detected with probability at
least p/4. If the probability that a malicious server flips one or more mea-
surement outcomes is ✏, then the probability that a trap computation yields

1As traps 2 and 3 correspond to the same stabilizer measurement we would obtain a
better probability of detecting an error by choosing between the three stabilizer measurements
uniformly at random. However, here we use an identical probability for choosing each trap
index, since this is optimal in the case where our experimental restrictions are limited and we
can employ the full protocol of [1].
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Summery

Only 4 qubit computation can be verified 
and 

a particular type of attack cannot be detected ! 

What about D-Wave Problem

Verification of 2-qubit entanglement

Blind Verification of Entanglement



Blind Verification of Entanglement
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Quantum Turing Test

We can test efficiently a quantum computer

But we need quantum randomness 



Perspective

What is the lower bound 

Is Nature Classically verifiable

Model independent Verification 



Quantum Turing Test

Quantum Zero-Knowledge Proof; 
Adiabatic UBQC; BBP  vs BQP

Quantum 
Turing 
Test

Computational Physical

Measurement-based QC

theory
practice

lab

theory
practice

lab

Unconditionally Secure 
Cloud Computing;
Hybrid Quantum-Classical 
Homomorphic Encryption

UBQC and Verification Implementation with 
Photonic Qubits and Coherent Pulses

Blind Bell Test; Blind Contextuality 
Test; Distinguishing Relativistic 
Effects from Quantum Effects

Efficient Process 
Tomography;Testing 
Commercial Qubits 
with Scientific Qubits

UBQC with superconducting qubits

Interactive Proof Blind Trapification


